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Overview

● Computer Vision meets Natural Language Processing
○ Vision Transformers: Detection, Classification and Segmentation
○ Semi- and Self-Supervised Learning: Vision-Language models

● Computer Vision meets Computer Graphics
○ Differential Rendering and Analysis by Synthesis
○ Neural Radiance Field, with applications to SLAM, AR/VR

Swin Transformer CLIP



Breakthrough in NLP Language Model
● BERT: Pre-training of Deep Bidirectional Transformers for Language 

Understanding (2018)
● GPT-1: Improving Language Understanding by Generative Pre-Training 

(2018)
● GPT-2: Language Models are Unsupervised Multitask Learners (2019)
● GPT-3: Language Models are Few-Shot Learners (2020)
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Two Ingredients: Transformer + Self/Semi-SL



NLP vs. Computer Vision
● Natural Language is

○ naturally tokenized
○ 1D with tree hierarchy
○ "Digital signal"
○ prone to spelling errors

● Vision is
○ continuous: fuzzy spatial relationships, and  

in scale space
○ 2D (or 3D)
○ "Analog signal": ISP problems, AWB/AE, 

sensor noise etc.
○ prone to occlusions
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○ prone to spelling errors

● Vision is
○ continuous: fuzzy spatial relationships, and  in scale space
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● Use Image Patches
● 2D attention
● Image Augmentations
● Image Augmentations

If we can build tree structure out 
of an image, we can reduce 
Vision to NLP!



4 years to unleash the power of 
Vision Transformer

2017.06

Reason I: General modeling 
capability

Reason II: Complement convolution

2017.11 Reason III: Strong 
modeling power

2019.4 2021.1

Reason IV: Better connect 
vision and language

Reason V: 
Scalability

2021.6

DETR
CNN+Transformer 
for Detection
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VIT
Pure Transformer 
for Classification

SWIN
A Transformer 
Backbone



Transformer



DETR: End-to-End Object Detection with Transformers 
(2005.12872)
● Draws heavily from MultiBox (Scalable Object Detection using Deep Neural 

Networks, CVPR'14)



Discussion: Pro's and Con's of DETR

● End-to-end training is often preferred
○ Less tweaking, put gradient backpropagation at work
○ Ease the GT definition burden for immediate steps

● Single Feature
○ More compact representation
○ Thanks to Transformer's QKV attention and mixed-scale representation

● No NMS
○ Transformer serves as decoder: directly outputs a sequence

● Downside
○ Still relies on CNN for Image Prior
○ Slower to train



● Powerful due to adaptive computation
○ “Convolution is exponentially inefficient!”

(3 channels)

convolution layer

More Compact Representation thanks 
to QKV

(1 channel)

Transformer layer

Slide courtesy of Hu 
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Discussion: Pro's and Con's of DETR

● End-to-end training is often preferred
○ Less tweaking, put gradient backpropagation at work
○ Ease the GT definition burden for immediate steps

● Single Feature
○ More compact representation
○ Thanks to Transformer's QKV attention and mixed-scale representation

● No NMS
○ Transformer serves as decoder: directly outputs a sequence

These are not exclusively for Transformer.



YoloF: You Only Look One-level Feature (2103.09460)

First one-stage single-feature realtime detector



Assignment Problem: match GT boxes against predicted

● BML uses Hungarian method (non-differential) for assignment
● OTA: Optimal Transport Assignment for Object Detection (2103.14259)



E2E Object Detection with Fully Convolutional Network 
(2012.03544)
● CNN based End to End Detection

○ One-to-One label-assignment 
○ 3D-max-filter for sharp-feature (suppress spatial blurriness caused by sliding window)
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ViT: An Image is Worth 16x16 Words: Transformers for 
Image Recognition at Scale (2010.11929)

● Effort for 
"conv-free"



DeiT: Training data-efficient image transformers & 
distillation through attention (2012.12877)
● Eliminate ViT's reliance on training on 

ImageNet-21k / JFT300M
● DeiT-B = ViT-B/16
● Raise accuracy by tweaking optimizer, 

data augmentation and regularization.
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Swin Transformer: General Purpose 
Backbone

CNN 
backbones

Transformer 
backbones

CNN 
backbones

Transformer 
backbones

COCO object detection ADE20K semantic segmentation

Swin
Transformer

Swin
Transformer
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Swin Transformer =

● Transformer
○ Strong modeling power

● + good priors for visual 
modeling

○ Hierarchy

○ Locality 

○ Translational invariance

Computation scope
of self-attention

Patch/Feature bin

Transformer 
(ViT)

16×

16×

16×

classificatio
n

segmentation
     detection 

…

Swin 
Transformer

classificatio
n

4×

8×

16×

Slide courtesy of Hu 
Han (modified)



Hierarchy

● Processing objects of different 
scales

segmentation
     detection 

…
classificatio

n

4×

8×

16×

Computation scope
of self-attention

Patch/Feature bin

Left figure credit by Ross 
Girshick 
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Locality by non-overlapped windows

● Proves beneficial in modeling the high correlation in visual signals (Yann 
LeCun)

● Linear complexity with increasing image resolution: from O(n2) to O(n) 

ViT: 2562=65536 (Global) Swin Transformer: 16x162=4096 
(Local)

16x less 
computation

Slide courtesy of Hu 
Han (modified)



Locality by non-overlapped windows

● Compared to sliding window (LR-Net)
○ Shared key set enables friendly memory access and is thus good for speed (larger than 3x)

q …
q’ …

the key set for q

the key set for 
q’

shared key set for q and q’

q

q’

sliding window 
(LR-Net)

Non-overlapped window (Swin 
Transformer)

Slide courtesy of Hu 
Han (modified)



Shifted non-overlapped windows

● Enable cross-window connection
○ Non-overlapped windows will result in no connection between windows

○ Performs as effective or even slightly better than the sliding window approach, due to 
regularization effects

Slide courtesy of Hu 
Han (modified)



Translational semi-invariance

● Relative position bias plays a more important role in vision than in NLP

semi-invariance is as effective as full-invariance in our experiments

q
q‘

Pseudo windows to induce 
translation invariance

Shared partial 
windows

Slide courtesy of Hu 
Han (modified)



SWIN: Architecture instantiations

● Resolution of each stage is set similar as ResNet, to facilitate application to 
down-stream tasks

Slide courtesy of Hu 
Han (modified)
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"Training Trilogy": Self-SL + SL + Semi-SL
● Self-Supervised Learning

○ Billion-scale dataset: JFT-300M, Instagram-940M
○ Large models like ResNeXt

● Supervised-finetuning
● Semi-Supervised Learning



"Training Trilogy": Self-SL + SL + Semi-SL

SimCLR V2 '20

Large-scale 
Universal 
Self-SL as a 
common 
infrastructure



"Training Trilogy": Self-SL + SL + Semi-SL

SimCLR V2 '20

Task specific 
improvement



"Training Trilogy": Self-SL + SL + Semi-SL

SimCLR V2 '20

Tuning with 
real data, 
maybe on 
Edge



 Low-Shot Learning with Imprinted Weights 
(1712.07136)



This need be 
universal!

 Low-Shot Learning with Imprinted Weights 
(1712.07136)



Self-SL by Auxiliary task: Inpainting

● Context Encoders: Feature Learning by Inpainting '16



Predictive Learning vs. Contrastive Learning

● SimCLR
● MoCo
● BYOL



Bootstrap Your Own Latent: A New Approach to 
Self-Supervised Learning (2006.07733)
● Free of Negative Samples
● Later works: having some differences between two branches is enough



Self-SL by Generative Prior: Pixel-by-pixel Image 
Reconstruction (Jun. 17, 2020)

● Image GPT



Self-SL by Generative Prior: Pixel-by-pixel Image 
Reconstruction

● Image GPT



Vision Language Models

● CLIP and Wudao (multimodal)
○ Built on the common Transformer Architecture for NLP and CV
○ Weaker supervision, but still supervised learning

● Applications
○ Zero-shot Image Classification
○ Text to Image



Weakly supervised learning

● Labeling can be very expensive, weaker labels can help reduce cost

● Abundance of weak labels on Internet
○ Instagram Hashtags

■ #beautiful #fashion #art #photographer #bhfyp #likeforlikes #travel #instadaily 
#photoshoot #smile #model #naturephotography ...



CLIP: Learning Transferable Visual Models From Natural 
Language Supervision (2103.00020)



CLIP: Learning Transferable Visual Models From Natural 
Language Supervision (2103.00020)

● It rocks
○ can handle some misspellings with BPE from NLP
○ knows trivias like Cartoon Character names

misspelled synapsids for synapsida



CLIP: Learning Transferable Visual Models From Natural 
Language Supervision (2103.00020)

● But still
○ can't count
○ don't quite understand "not"



CLIP: Learning Transferable Visual Models From Natural 
Language Supervision (2103.00020)



WenLan: Bridging Vision and Language by Large-Scale 
Multi-Modal Pre-Training (2103.06561)
● MoCo-style contrastive learning
● CNN-Transformer Encoder
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Analyzing an Image: Image to Attributes



How to be sure we have correct Image Analysis?



How to be sure we have correct Image Analysis?

What I cannot create, I do not understand.  -- Richard Feynman



Synthesizing an Image:
Text to Image

MirrorGAN '19

But... A picture is 
worth a thousand 
words.



Closing the loop: Computer Vision meets Computer 
Graphics
● Analysis by Synthesis (a long standing idea)
● The three R’s of computer vision: Recognition, reconstruction and reorganization 

(2016)

TensorFlow Graphics, 2019



Analysis by Synthesis: 3D Object Recognition by Object 
Reconstruction (CVPR ‘14)



Reparameterizing Discontinuous Integrands for 
Differentiable Rendering (2019)

● Differentiable 
approximation 
of surface 
displacement 
and texture
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What makes NeRF?

● Coordinate NN
○ a new compact representation of Tensor , allusive to non-linear PCA

● Volumetric Rendering



Principal Component Analysis and EigenFace

● PCA linearly factorizes data into linear combination of (a few) components



NeRF: Neural Radiance Fields (2003.08934)

Or memorized View

Rendering 
Equation



Scene Representation in NeRF:
Coordinate MLP

● Inputs are just coordinates 
(allusive to Positional 
Encoding in Transformers)

● (x, y): image
● (x, y, z): occupancy
● (x, y, z, θ, ϕ) ray-tracing
● (x, y, z, θ, ϕ, t) spatial-temporal video



Coordinate MLP

● Uses Fourier Features for modeling high-frequency details



NeRF is simpler:
Simplifying Rendering Equation using Ray Marching with 
NN as SDF



Ray Tracing

a . Drawing by Monte Carlo 
Ray Tracing，with lights 
bouncing in the scene. Not 
easy to get proper gradients.

b. How to represent BSDF and 
make it differentiable?



Differentiable Monte Carlo Ray Tracing through Edge 
Sampling (2018)



Ray Marching (instead of Ray Tracing in NeRF)

http://jamie-wong.com/2016/07/15/ray-marching-signed-distance-functions/

● In raytracing, the scene is typically defined in terms of explicit geometry: 
triangles, spheres, etc. To find the intersection between the view ray and the 
scene, we do a series of geometric intersection tests

● In raymarching, the entire scene is defined in terms of a signed distance 
function. To find the intersection between the view ray and the scene, we start 
at the camera, and move a point along the view ray, bit by bit, until the SDF 
evaluate to a negative number. We hit something.

○ If it’s not, we keep going up to some maximum number of steps along the ray.

http://jamie-wong.com/2016/07/15/ray-marching-signed-distance-functions/


NeRF is simpler: Volume Rendering, smoother



Faithfulness of rendering equation helps preserves 
identity!

● DR-GAN (1705.11136) vs. pi-GAN  (2012.00926, NeRF-based)



Applications of NeRF (with generalizations)

● 3D modeling from Real-world Imagings
○ From a few Images: NeRS
○ Dynamic Scenes: D-NeRF, Nerfies
○ From Free-Viewpoint Video

● Image Synthesis
○ 3D-aware synthesis: pi-GAN
○ From MineCraft world: GANcraft

● 3D models as Differentiable Volumetric Representation
○ for SLAM: iMAP
○ for Robotics



NeRS: Neural Reflectance Surfaces for Sparse-View 3D 
Reconstruction in the Wild 2110.07604
● input: several (8-16) unposed images of the same instance
● output: a textured 3D reconstruction along with the illumination parameters.



Dynamic Scene: D-NeRF



Dynamic Scene: Nerfies

● Can handle Glassy and moving objects



Space-time Neural Irradiance Fields for Free-Viewpoint 
Video (2011.12950)

●
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GANcraft: Unsupervised 3D Neural Rendering of Minecraft 
Worlds (2104.07659)
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NeRF-GTO: Using a Neural Radiance Field to Grasp 
Transparent Objects (2021)



Vision-Only Robot Navigation in a Neural Radiance World 
2110.00168

● collision penalty (based on 
NeRF) is now soft

● control penalty for less jerky 
control



Non-conclusive Conclusions, as of 2021Q3

● New Models like Transformers
○ frees many CV tasks of bells and whistles
○ creates a unified foundation for CV and NLP

● Large Models: large pre-trained Vision and Language models benefiting 
downstream tasks

● Easier 3D: NeRF is expected to further simplify 3D Vision Infrastructure
○ Easier 3D model acquisition
○ Easier Image Synthesizing
○ Differential rendering is now accessible to everyone
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